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Section 1 Fundamentals of algorithms

1

Abstraction allows us to separate the ‘logical’ from the ‘physical’.  A good example of this is the 
map of the London Underground – all we need to know is what stations are on which line, and 
the best route to get from A to B. There is no need to get bogged down in details of the exact 
distance between stations or even in which direction the route actually takes us at any given 
moment.

Similarly, we are all quite happy to use a computer or drive a car without having much idea of how 
it works. A driver, a child in the back seat and a mechanic all have a very different view of a car. 
We abstract away everything we don’t need to know about and concentrate on the essentials.  

1.2 Developing algorithms using flowcharts
In computing we write programs or create computer systems to ‘solve a problem’. The problem 
is the need or requirement we have to meet. The solution could be a simple program but is more 
likely to be a complex suite of hardware and software in a real-world scenario, which will need to 
be broken down into many programs and subroutines.  

Understanding how to solve the problem is important.  You cannot just start coding at line 1 and 
hope to get a working solution straight away.  The first step is to write an algorithm – that is, the 
series of steps needed to solve the problem.

This section will consider how algorithms are developed with the aid of flowcharts and 
pseudocode.  Flowcharts are diagrams which use certain symbols to show the flow of data, 
processing and input/output taking place in a program or task.  

Standard flowchart symbols
This is used to START and END the flowchart.

This is a process box, for example:  
count  count + 1 or total  (a * b) + 3

This is an input/output box, for example:

 INPUT number or OUTPUT total

This is a decision box that can only accept “yes” or “no” answers, for 
example: "Is number less than 0?"

No

Yes



1

191.5 Sorting algorithms

1.
5 

SO
RT

IN
G 

AL
GO

RI
TH

M
SMerge sort

This is a two stage sort.  In the first stage, the list is successively divided in half, forming two 
sublists, until each sublist is of length one.

Example 5: Sorting a list in ascending order
Stage 1

This is the end of stage 1 where all the elements have been separated out.

In the second stage, each pair of sublists is repeatedly merged to produce new sorted sublists 
until there is only one sublist remaining. As each pair of lists is merged, they are merged in order. 
Merging the final two sublists results in the sorted list. 

Stage 2   

This is the end of stage 2, with all the items recombined in sorted order.

Q22
Carry out a merge sort on the following set of numbers.  The numbers are to be sorted 
in ascending order.

6 8 1 17 27 11 15 3

(a)	� Write out the four sorted sublists after the first phase of Stage 2 (the merge 
process).

(b)	� Write out the two sorted sublists after the second phase of the merge process.

(c)	 Write out the complete list after the third phase of the merge process.

42 31 12 3 37 18 29 47

42 31 12 3 37 18 29 47

37 18 29 4742 31 12 3

42 31 12 3 37 18 29 47

4231123 3718 29 47

4231123 3718 29 47

3718 29 474231 123

42 31 12 3 37 18 29 47
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1.	 Abstraction and decomposition are two aspects of computational thinking. 

	 (a)	� Sienna is designing a program to control a cat-flap which will open only when a cat 
belonging to the owner approaches.

		�  Describe two ways in which she may use abstraction in reaching a solution to this 
problem.	�  [2]

	 (b)	� A program is required to enter a set of students’ examination marks, count the number 
of students who obtained each mark and output the counts for each mark. Examination 
marks entered must be in the range 0 to 100.

		  Explain how decomposition might be used in designing a solution to this problem.� [3]

2.	 (a)	 (i)	 A bubble sort is used to sort the following numbers in ascending order:

34, 56, 89, 23, 12, 77, 49, 44

			   Write the order that the numbers be in after the first pass.	�  [2]

		  (ii)	� State the number of passesrequired to sort the items? (No flag is used to  
indicate a sorted list.)	�  [1]

	 (b)	� A merge sort is to be used to sort the same numbers.  During the merge phase, the 
following four pairs of numbers need to be merged into two groups of four.

(34, 56), (23, 89), (12, 77), (44, 49)

		�  Write the contents of each group of four numbers after the next phase  
of the merge?� [2]

3.	 A list of surnames is held in sorted order. The names are:

			   Beck, Coe, Ford, Grey, Hill, Kerr, Lunn, Pugh, Ross, Shaw, Taft, Ward

	 (a)	 State which names would be examined when searching for the name Grey using

		  (i)	 a linear search	�  [1]

		  (ii)	 a binary search	� [1]

	 (b)	 State which names would be examined when searching for the name James using

		  (i)	 a linear search	�  [1]

		  (ii)	 a binary search	� [1]

	 (c)	� In a list of 1000 items, state the maximum number of names that would have to be 
searched to find a particular name using

		  (i)	 a linear search	�  [1]

		  (ii)	 a binary search	� [1]
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If a binary number is shifted to the left this is equivalent to multiplying the number by 2 for each 
shift to the left.

For example: If we shift: 

0 0 0 0 1 1 1 1

TWO places to the left we get the binary number: 

0 0 1 1 1 1 0 0

(NOTE: Fill empty binary positions with 0s as you shift to the left.) 

The original binary number has a value of 15 (i.e. 8+4+2+1 = 15); the number after shifting two 
places to the left has the value 60 (i.e. 32+16+8+4 = 60). It is multiplied by 4, or 22.

Shifting binary numbers to the right has the opposite effect i.e. each shift to the right has the 
effect of dividing by 2. Thus if we shift:

0 1 1 1 0 0 0 0

THREE places to the right we get the binary number:

0 0 0 0 1 1 1 0

The original binary value was 112 (i.e. 64 + 32 + 16 = 112) and the value after shifting three 
places to the right is 14 (i.e. 8 + 4 + 2 = 14). The number was divided by 8, and becomes 23.
(NOTE: Fill empty binary positions with 0s as you shift to the right.)

Multiplication/division by powers of 2
This gives an easy way to multiply and divide binary numbers by powers of 2, but can come 
at the expense of accuracy. For example 00000110 shifted right twice to divide by 4 would be 
00000001. This is the equivalent of decimal 1, but 6 / 4 = 1.5.

•	 Shifting right one place divides the number by 2

•	 Shifting left one place multiplies the number by 2

This is equivalent to shifting a decimal number right or left – for example shifting 12300 right 
gives 1230, i.e. it divides the number by 10. Shifting left multiplies a decimal number by 10.

Q7
Write down the results after the following shift operations and write down the decimal 
values before and after the shifts:

(a) The number 11001100 is shifted TWO places to the right

(b) The number 00011001 is shifted TWO places to the left

(c) The number 11001000 is shifted THREE places to the right

(d) The number 00000111 is shifted FOUR places to the left

(e) The number 10000000 is shifted FIVE places to the right
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Q17
Using RLE, show how the image below would be coded, if black is encoded as 0 and 
white as 1.

Huffman coding
Huffman coding is a compression technique used to reduce the number of bits used to represent 
each letter. The more frequently a letter appears in the text, the fewer bits are used to represent it 
in a text file. 

Example 3
Consider the sentence PIPPA ATE A PEPPER. A table showing the frequency of each character, 
including spaces is created as the first step in building the Huffman tree. For example, there is 
one "I", one "R", and six "P"s in the sentence.

Character I R T A E SPACE P

Frequency 1 1 1 3 3 3 6

You will only be required to interpret the tree, not build it. A Huffman tree for this sentence is 
shown below. It is a binary tree in which characters that occur most frequently are nearer the top 
and therefore require fewer characters to encode them, as described below.

I R

A E

P

T

Space

1

1

1

1

1

1

0

0

0

00

0

Using this Huffman tree, the coding for each character is derived from the path taken from the 
root node to the character. Branching left at a node is coded as 0, branching right is coded as 1.

Thus the character ‘A’ would be represented by the bit pattern 110 because from the top of the 
tree, you go right, right, left to reach A. The encoding for ‘T’ would be 001 and for ‘E’, 111. 

The total number of bits needed to represent the word “ATE” would be 3 + 3 + 3 = 9. In 7-bit 
ASCII, the number of bits required would be 3 x 7 = 21, representing a saving of 12 bits in the 
compressed format, with a 57% reduction in size.

Q18
(a) What would be the coding for the word PIT?

(b) How many bits would these three letters take using the Huffman code? 

(c) �The sentence PIPPA ATE A PEPPER is represented in a total of 47 bits.  
How many bits would be required to represent the sentence in ASCII?

(d) How many bits are saved by compressing PIT using Huffman coding?
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4.1 Boolean logic 83

The Boolean expression for AND is written: Q = A • B where • represents AND. 

The truth table reflects the fundamental property of the AND gate: the output of A AND B  
is 1 (True) only if input A and input B are both 1 (True).

OR gate

Input A Input B Output Q
0 0 0
0 1 1
1 0 1
1 1 1

The Boolean expression for OR is written: Q = A + B where + represents OR. 

If A  = 0 (False) and B = 0 (False) then A OR B = 0 (False), otherwise A OR B = 1 (True).

XOR gate

Input A Input B Output Q
0 0 0
0 1 1
1 0 1
1 1 0

The Boolean expression for XOR is written: Q = A ⊕ B where ⊕ represents XOR.

If either A or B, but not both, = 1 (True) then A ⊕ B = 1 otherwise A ⊕ B = 0 (False) 

The XOR gate is known as the exclusive OR gate.

Combining logic gates into logic circuits
These logic gates can be combined to form more complex logic circuits which can carry out 
a number of functions. They are the basic building blocks of many electronic circuits found 
in computer memories, household devices, computer management systems in cars, and 
so on. Two examples are shown below. You should look at each logic circuit and follow the 
accompanying truth table which represents the logic circuit.

Example 1 
The logic circuit below represents the Boolean condition (NOT A AND B) OR (A AND C). The 
outputs at D and E have been labelled so that they can be referred to in the truth table overleaf.

B

C

A

 P
E

D

A
B

Q

Q = A OR B

A
B

Q

Q = A XOR B
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6.4 Detecting and preventing cyber security threats

Automatic software updates
Some popular software is a common target for malware. Browsers, PDF readers and other software 
can be automatically updated by selecting options to Automatically update and install either from the 
operating system or from the software. This will remove any harmful code that has been planted in 
the software by a hacker, or potential vulnerabilities that could be exploited in the future. 

Biometric methods

Employees of an organisation or members of the public passing through airport security, for 
example, may be asked to identify themselves by using a biometric method to prove to the system 
that they are who they claim to be. Biometric methods include a fingerprint scan, voice pattern 
sample or retinal scan. The probability of two people having identical biological characteristics is 
infinitesimally small, and so these methods can be used to positively identify a person.

Biometric methods are often used on mobile devices. The advantage of these methods over 
password entry are that it is not possible to steal or forget a biometric characteristic.

CAPTCHA
CAPTCHA is an acronym for “Completely Automated Public Turing test to tell Computers and 
Humans Apart", and is a type of test to determine whether or not the user is human.

A piece of text is displayed on screen in a format indecipherable by text recognition software. 
Context is critical; a t might look like an l or i, and it is only in context that a human can identify it 
as a t.

Q6
Even perfectly sighted individuals sometimes find CAPTCHA text very difficult or 
impossible to read. Does the use of CAPTCHA images discriminate against any 
computer users? 
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Section 7 Relational databases and SQL

7

Q3 Looking at the Owner and Animal tables, who owns Lottie the rabbit? Which animals 
does Mrs Feinnes own?

Relationships between tables in a database
There are three possible relationships between database tables. Entity-relationship diagrams can 
be drawn to show what the relationship is between two tables. For example:

located in
One-to-one

One-to-many

Many-to-many

holds

take

Capital city

Hospital ward

Student

Country

Course

The ‘many’ end of a relationship is shown by the “crow’s feet” in the relationship diagram.

Q4 What type of relationship is there between the Owner and Animal tables?

Q5
Draw diagrams to show the relationship between 

	 (a)	 pet and owner

	 (b)	 magazine and contributor

	 (c)	 school and head

�You may have to state what assumptions you are making before you can draw 
the diagram.

7.3 Structured query language
Structured Query Language, or SQL, is a language used for querying and updating database 
tables in a relational database. The Owner and Animal table in the Vet database will be used to 
demonstrate some SQL statements.

SELECT .. FROM .. WHERE
The SELECT statement is used to extract a collection of fields from one or more tables in a 
database. The syntax of the statement is

	 SELECT		  list of fields to be displayed

	 FROM			   list the table or tables where the data will come from

	 WHERE		  list of search criteria

	 ORDER BY	 list the fields that the results are to be sorted on (default is Ascending)

Patient
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Section 8 Ethical, legal and environmental impacts of digital technology

8

Q6
Think of some ways in which computers have helped to decrease environmental 
pollution, by monitoring the environment or by replacing old polluting industries with 
more environmentally friendly products, for example in the energy industry.

Monitoring the environment
Computers are widely used for monitoring the environment. Water quality in rivers and oceans, 
air quality in cities, pollen levels in the countryside which affect people with hay fever and asthma, 
radiation in nuclear plants, can all be monitored and warnings given.

Data which helps to predict earthquakes, tsunamis, hurricanes and other natural disasters is 
collected and analysed continuously all over the world. Weather data can be collected from the 
top of a mountain or from inside a volcano without a scientist having to go into these dangerous 
situations every day to collect it

Using data collected about weather, volcanic activity, and movement beneath the earth’s surface, 
people can be warned about impending disasters such as hurricanes and earthquakes, and 
moved to safety.

Environmental impacts of cloud storage
Cloud storage uses vast amounts of energy to keep its storage equipment running, and cooling 
systems to combat the heat they generate also uses massive amounts of water and energy. 
However,  cloud storage is generally much more energy efficient than storing all the data for an 
organisation in its own data storage centre. An organisation’s data centre needs to be up and 
running 24/7, while its actual usage may be closer to 15%. 

Large-scale cloud providers allow organisations to use fewer servers and therefore, less energy. 
Specially designed cloud data centres are more efficient than in-house hardware, using optimised 
equipment and sophisticated cooling equipment. This can result in very significant energy 
savings. 

In addition, cloud storage enables many employees to work from home for at least part of the 
week, saving on the carbon emissions arising from commuting daily to work. 

Many cloud providers are committed to reducing the environmental impact of using their 
technology. Data centres may be powered by wind and solar power alongside non-renewable 
energy sources. Google and Amazon purchase almost 100% renewable energy. Microsoft has 
reduced the huge amount of water used in cooling systems by designing air-cooling systems. 
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